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Large Observational Data Sets

 Logistically awkward
 Prompt multiple questions
 Invite multiple modeling
 Subject to bias
 Subject to data staging variability
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Discussion

 Obenchain
 Madigan
 Data – availability and quality
 To predict or to explain
 A blast from the past
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The problem of big n
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Obenchain

0. Design (see Rubin)

1. Cluster (number and method)

2. Local treatment differences within clusters

3. Distribution of LTDs vs simulation

4. LTD-Xvector, => Recursive partitioning

So simple, difficult to manipulate answers.
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State of the Art, 1988
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Madigan

1. Data staging flexibility

2. Total experimental variability

3. Repeatability issues

4. Average versus individual
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Data

1. Much data is effectively private

2. Synthetic/simulated for methods evaluation

3. Public data sources (Heejung Bang)

4. OMOP

5. Sentinel – Congress/FDA

    (Fire, Ready, Aim)
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Mixtures, Predict/Explain

RP single tree versus forest

PCA versus NMF

MLR versus SVM

Etc.



  10

Two methods for mixtures
 Recursive partitioning

 Non-negative matrix factorization
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Recursive Partitioning – Finding Groups

•Based on statistical hypothesis testing
•Works for complex situations,
  mixtures and interactions
•Statistical method easy to understand
•Excellent for subgroup analysis
•Handles more predictors than observations

Hawkins algorithms, Golden Helix, State of the Art RP
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Partionator Tree
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Crazy Synthetic Data Set
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PCA – to predict
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NMF – to explain
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