Final Program Report: Data Assimilation in Geophysical Systems

1 Overview of Program 

The program held in 2005 on Data Assimilation in Geophysical Systems initiated a number of research connections, projects and influenced the research direction of core participants in significant ways. Its most striking success was to bring together statisticians, domain scientists and applied mathematicians to consider collaborations of this demanding and timely problem of fusing data into models. 

The problem of assimilating data into a geophysical system, such as the one related to the atmosphere or oceans, is both fundamental in that it aims at the estimation and prediction of an unknown true state, and challenging as it does not naturally afford a clean solution. It has two equally important elements: observations and computational models. Observations measured by instruments provide direct information of the true state. Such observations are heterogeneous, inhomogeneous in space, irregular in time, and subject to differing accuracies. In contrast, computational models use knowledge of the underlying physics and dynamics to provide a description of state evolution in time. Models are also far from perfect: due to model error, uncertainty in the initial conditions and computational limitations, model evolution cannot accurately generate the true state.

In its broadest sense, data assimilation (henceforth referred to as DA) arises in all scientific areas that enjoy a profusion of data. By its very nature, DA is a complex interdisciplinary subject that involves statistics, applied mathematics, and the relevant domain science. Driven by operational demands for numerical weather prediction, however, the development of DA so far has been predominantly led by the geophysical community. In order to further DA beyond the current state-of-art, the development of effective methods must now be viewed as one of the fundamental challenges in scientific prediction. With this background, two overarching goals of this SAMSI program were formulated:

1. The initiation of collaborations among statisticians, applied mathematicians and scientists from the relevant domain science areas.

2. The launching of focused efforts aimed at understanding the underlying issues and pioneering new approaches by providing a platform for interdisciplinary collaborations.

2 Core Group

A core group of researchers gathered at SAMSI for the program in data assimilation. They included:

2.1 Visiting Researchers

· Kayo Ide (Atmospheric and Ocean Sciences, UCLA), UNC-SAMSI University Fellow, Spring 2005
· Leonard Smith (Time Series Institute, LSE and Pembroke College, Oxford) NCSU-SAMSI University Fellow, Spring 2005
· Marianna Pensky (Mathematics and Statistics, University of Central Florida) Duke-SAMSI University Fellow, Spring 2005
· Monica Stephens (Mathematics, Spelman College) New Researcher Fellow
· Roy Choudhury (Mathematics and Statistics, University of Central Florida)

· Juan Restrepo (Mathematics and Physics, University of Arizona)

2.2 Leaders from Triangle Universities

· Chris Jones (Mathematics, UNC)

· Susan Lozier (Geosciences, Duke)

· Sujit Ghosh (Statistics, NCSU)

· Amarjit Budirajah (Statistics, UNC)

2.3 Postdoctoral Fellows

· Shree Kare (PhD, Princeton, GFDL)

· Amit Apte (PhD, University of Texas at Austin, Physics)

2.4 Graduate Students

· Kristen Madsen Foley (Statistics, NCSU)

· Liyan Liu (Mathematics, UNC)

· Steven Foster (Mathematics, UNC)

· Nicole Mich (Geosciences, Duke)

2.5 Others

In addition, other researchers are involved in the activities including:

· Montse Fuentes (faculty, Statistics, NCSU)

· Jim Berger (Director, SAMSI)

· Lou Howard (emeritus faculty, MIT and FSU)

· Hayder Salman (postdoc, Math, UNC)

· Neil Martinsen-Burrell (postdoc, Math, UNC)

· Zhi Lin (grad, Math, UNC),

· Ke Xu (grad, Math, UNC).

3 Program Organization and Activities
The program goals were achieved through carefully designed plans for interactive research activities that spanned the semester: including two major planned workshops, one-day mini-workshops with focused themes, the initiation of collaborations through ongoing working groups, a weekly extended seminar bringing in an outside expert, and the training of young mathematical scientists through a full course and a (slightly less formal) seminar course. See http://www.samsi.info/200405/data/activity/
A core group of researchers gathered at SAMSI for the entire spring semester, 2005 and their activities and interactions provided the main focal point of the program
Part of the program was based on a collaborative effort with two other institutes: the Institute for Pure and Applied Mathematics (IPAM) at University of California, Los Angeles (UCLA) and the Institute for Mathematics Applied to Geosciences (IMAGe) at the National Center for Atmospheric Research (NCAR). 
In the following, we describe the key elements that brought the program to life. The workshop series, with the first in January and the second in February, laid the foundation for the ongoing work of the program. They informed the key participants about the state-of-the-art, and served to educate the students with an overview of advanced aspects of the subject. They further set the tone for the full program in its matching of expertise from various areas with a stake in data assimilation, both as consumers of the DA product and producers of techniques. These two main workshops had complementary purposes and together provided a full context for the subject, its potential and its future. Details of these and other activities follow. For more detailed information, see http://www.samsi.info/200405/data/activity/
3.1 Tutorial and Kick-Off Workshop in Research Triangle Park

The program was officially inaugurated with the Tutorials on January 23rd and 24th 2005, held at the Radisson Governors’ Inn in RTP. These tutorials were the beginning part of the kick-off workshop, held Jan 24th through 26th. The one-day tutorial covered the basics of DA statistical approaches, filtering and implementation issues. This served to give a concise, but comprehensive, introduction to the participants unfamiliar with DA. These tutorials were given by Chris Wikle (Statistics, University of Missouri at Columbia) and Jeff Anderson (NCAR). 

The kick-off workshop itself was designed to present the current state-of-art and the associated challenges in DA. The focus was on the needs for data assimilation on behalf of the operational community and the current techniques being used in practice. Among the speakers were users and developers of DA schemes from NRL, NCEP and NASA. Covered were statistical methods and applications, ocean DA, atmospheric DA, new strategies, and current operational numerical weather prediction systems for the US. 
One specific goal of the workshop was to formulate plans for a set of working groups that would meet at SAMSI throughout the semester long program. There was thus an emphasis on discussion after each presentation, the time length of which equaled that of the talk. The co-chairs of each session were asked to guide the discussion with an eye to formulating directions for future research and collaboration.
For further details, see: http://www.samsi.info/200405/data/data-workshop200501.html
For access to presentations, see: http://www.samsi.info/200405/data/activity/workshop/index.html
A highly successful poster session was also held: http://www.samsi.info/200405/data/activity/posters/index.html
3.2 Distinguished Lecture

The workshop also showcased the Distinguished Lecture delivered by Eugenia Kalnay (University of Maryland-College Park) with the title: “Data Assimilation and Ensemble Forecasting: Two Problems with the Same Solution?” For presentation, see:

http://www.samsi.info/200405/data/activity/workshop/index.html
3.3 IPAM workshop on “Mathematical Challenges in Geophysical Data Assimilation”

A major workshop was then held from February 22nd through 25th, 2005, at the Institute for Pure and Applied Mathematics (IPAM), UCLA. This was the first SAMSI-IPAM collaboration and proved to be highly successful. There were nineteen presentations and a number of discussion sessions focused on fusing techniques and setting an agenda for future directions. For further details, see http://www.ipam.ucla.edu/programs/da2005/
While the kick-off workshop served to expose the needs of the DA community and the current DA strategies, the focus of the IPAM workshop was on engaging the mathematical community in the challenges presented by data assimilation. Mathematically-oriented DA practitioners were, therefore, brought together with mathematicians in related fields including: information theory, applied probability, inverse problems, control theory, computational stochastic processes, dynamical systems, and computer science. During the workshop, there were two discussion sessions with the specific aim of identifying outstanding problems in geophysical DA that require mathematical advances to help resolve. 

3.4 Mini-Workshops

In addition to the two core workshops mentioned above, four mini (one-day) workshops were hosted at SAMSI to target the issues of particular interest to the SAMSI core group. 
The first workshop focused on giving a statistical interpretation to the theory of indistinguishable states, which has emerged from a dynamical systems view of data assimilation. The aim of the theory is to produce a refined and effective technique by incorporating the statistical view with this dynamical systems approach. This was held on March 17th and featured Jim Hansen (MIT) as a speaker as well as Lenny Smith. 

The second mini-workshop focused on Lagrangian data assimilation, which was of particular interest to a number of participants at SAMSI. This was held on April 12th, 2005. The speakers were Arthur Mariano (RSMAS, Miami) and Keith Thompson (Statistics, Dalhousie). Different and new approaches were considered for the assimilation of Lagrangian data, including velocity field reconstruction methods and particle filtering.
The third mini-workshop focused on bridging statistical approaches and sequential DA. This was held on June 27th. It featured an intensive program with four speakers.

For further details on the mini-workshops including access to many of the presentations, see: http://www.samsi.info/200405/data/activity/events/miniworkshops/index.html
3.5 NCAR Summer School

The SAMSI/IMAGe summer school was held June 13-27, 2005 at NCAR. It was organized by statisticians and geophysicists who are leaders in the field of data assimilation. By bridging the gap between basic and applied research on ensemble data assimilation, the workshop aimed to provide participants with an understanding of the most recent advances and the most critical unsolved problems in this rapidly growing field. Lectures and discussion will be supplemented by a series of computational explorations using the Data Assimilation Research Testbed facility at NCAR. 

By the end of the workshop, participants were equipped with the tools to attack the problems posed in the lectures and to undertake research in data assimilation for a large variety of applications. A number of the participants from SAMSI, including all the postdocs and most of the graduate students, attended the school. For full details, see http://www.image.ucar.edu/Workshops/SAMSI_IMAGE_2005/index.shtml
3.6 Transition Workshop
A closing workshop was held at NISS/SAMSI on October 5, 2005. It featured key speakers discussing the central topics covered in the program. It was a very intense day with four main sessions. Each session started with an overview talk of 45 minutes, followed by a series of 15 minute talks describing specific research efforts. The main talks were given by:

· Dennis McLaughlin (MIT)

· Zoltan Toth (NCEP)

· Achi Brandt (UCLA/Weizmann)

· Mark Berliner (Ohio State)

During lunch, each of the working groups from the program reported on their activities and specific progress that had been made. During the afternoon break there was also a discussion led by Istvan Szunyogh on the THORPEX initiative.
4 Regular Activities at SAMSI

4.1 Working Groups

At the end of the kick-off workshop, an outline of potential working groups was formulated. After the workshop, the core group then met at SAMSI the following week and isolated five to six topics that would form the basis of working groups. These groups then met once per week and these meetings continued into Summer, 2005. 
These had different foci and expectations. Some considered fundamental issues, while others worked on specific projects. These were:
1.Lagrangian Data Assimilation.

The assimilation of data resulting from measurements of Lagrangian instruments presents a particular challenge as the readings are not naturally presented in terms of state variables. This group addressed this issue through consideration of a variety of perspectives. New statistical approaches were considered and ideas explored as to their incorporation within the established strategies. A particular focus fell on the issue of reconstructing velocity fields from raw data. This has traditionally been done in terms of steady geographic fields. A specific agenda and set of research problems was developed for the novel use of slowly-varying quasigeostrophic fields in the velocity reconstruction. For more details, see:

http://www.samsi.info/200405/data/activity/groups/lagrangiandata/index.html
2. Ocean Data Assimilation
This group was a lunch-time discussion group. We considered fundamental questions about ocean data assimilation, such as a formulation of the main challenges. We discussed, in some detail, the differences between ocean and atmosphere data assimilation. For more details, see

http://www.samsi.info/200405/data/activity/groups/lagrangiandata/index.html
3. Model Error, Inadequacy and Empirical Verification
The work of this group stemmed from a view that we stand at a cross roads in data assimilation, a situation reminiscent of that faced by weather forecasting in the late fifties. At that time the options were between "optimal prediction" (via Weiner filters) and "nonlinear dynamic forecasting" (as pursued by Lorenz, in the face of opposition that an optimal statistical approach was already in hand). In data assimilation today, we face a similar question of approach: a statistical approach or a dynamics approach? The answer to many other questions, of observations strategies (fixed or adaptive), of ensemble modeling strategies, and of forecast interpretation for decision support, all hinge on which if these two approaches data assimilation is phrased in. Both approaches, of course, require statistical best practice, even though they view the forecasting problem and thus the aim of data assimilation quite differently. This working group in the SAMSI program was particularly valuable in interesting practicing statisticians in the dynamical approach, where their skills in general, and the Bayesian way in particular, are proving of great value. For more details, see:

http://www.samsi.info/200405/data/activity/groups/modelerror/index.html
4. Low-Dimensional Behavior and Observing System Design
The goal of the group was to better understand some remarkable experimental results of Kalnay et al which suggest that meaningful prediction is possible for extremely large data assimilation (DA) models using ensemble methods with ensemble sizes which are negligible in comparison to state dimension.  This is in sharp contrast to the well documented “curse of dimensionality” associated with  general particle and ensemble schemes for nonlinear prediction- in typical results as state dimension increases the number of particles/ensembles needed for reliable prediction becomes prohibitively large.  One of the key foci of the group discussions was to identify the source of this low dimensional behavior manifested by the success of very small ensemble sizes for large atmospheric DA models.  A broad range of expertise was represented in the group- dynamical systems, probability, statistics, physics, atmospheric engineering etc.  The low dimensional behavior was analyzed from various points of views, ranging from dynamical systems notions such as Lyapunov vectors to statistical concepts such as principal components.  The group identified as possible sources of low dimensionality, phenomena that are local in the state space or physical space, attractors of the system, and severe degeneracies associated with error covariance matrices.

The group also explored possible approaches for using the information on the hidden low dimensional behavior of large atmospheric DA models in designing smart particle/ensemble filters.  Ensemble generation schemes based on singular vectors, bred vectors and Lyapunov vectors were analyzed. The ensemble Kalman filter approach was discussed in detail. In particular local ensemble Kalman filter that utilizes both locality in the physical space and low-dimensionality in error growth was the focus of extensive study. For more details, see:

http://www.samsi.info/200405/data/activity/groups/lowdimensional/index.html
5. Estimation and Prediction

The main contribution of the estimation and prediction (ES) group within the data assimilation (DA) program was the development of a novel class of conditional autoregressive models for data assimilation. The group formulated a flexible model, discussed many possible extensions. The current status is the need for further development of efficient algorithms for numerical illustrations. The main research findings of the group were reported and presented atthe special NEDD (``Nail'Em Down Day") seminar on April 8th, 2005. The presentation slides are also available on the (below) mentioned website.

Building on the ideas discussed at these above mentioned research meetings co-leader Ghosh collaborated with his doctoral student Minjung Kyung (at NCSU) and further developed the models for wide applications. Minjung is currently working with Ghosh as a doctoral candidate and her thesis proposal titled ``Generalized Conditionally Autoregressive Models" grew out of the ideas developed during the discussion group activities. Although they have not yet illustrated the proposed methods with any DA specific data set, but that is under consideration for these types of models. 

Following on the activities at SAMSI co-leader Pensky has now introduced an honors seminar (an inter-departmental) course for honors students which was approved at the University of Central Florida and will be taught in Spring semester of 2007, for the first time, and it is anticipated that the course will be taught at least three times in the future. For more details, see:

http://www.samsi.info/200405/data/activity/groups/estimation/index.html
Each group held weekly meetings ranging form a duration of one to three hours. There was also a weekly meeting of all participants at which were discussed the ongoing working group activities and organizational logistics.

4.2 Seminar Series “Nail’Em Down Day” (NEDD)

To support the efforts by the working groups, we invited scientists from a variety of disciplines. These researchers delivered a seminar (it was usually held on Friday at 11am). This seminar was then followed by a lunch and an extended discussion. The idea was to bring people from whom the core group can learn some specific idea or technique. The name of the seminar was intended to suggest that we questioned the speaker until we collectively understand the work being presented. 
In most cases, we asked the speakers to address a specific topic and/or give a certain emphasis in their presentation. The choice of speakers was determined by needs of the working groups to learn and/or understand a specific technique.

For details of speakers, see http://www.samsi.info/200405/data/activity/events/nedd/index.html
4.3 Courses

Two weekly educational events were held in addition to the above activities.

The main SAMSI course (available as credit to students from the triangle universities) was taught by Kayo Ide (UCLA and SAMSI-UNC University Fellow): 
Data Assimilation Methods for the Ocean and Atmosphere

This course introduced the concepts of data assimilation derived in the context of estimation theory and covered a variety of methods for numerical weather prediction and ocean forecasting, such as optimal interpolation, Kalman-filtering and variational based methods. Advanced topics and the state-of-art data assimilation systems were also discussed. The is course has formed the basis for a book currently being written by Kayo Ide that is anticipated to be published by Springer-Verlag. For details on the course, see http://www.samsi.info/200405/data/activity/da_samsi/index.html
Dynamics and Model Error

In addition, Leonard Smith (LSE, Oxford and SAMSI-NCSU University Fellow) presented a seminar course at NC State each week. The focus was on model error, forecasting and a dynamical systems view of these issues. For details of lectures, see: http://www.samsi.info/200405/data/activity/course_ncsu/index.html
5 Achievements and Outcomes
This program was conceived with the notion in mind that, although DA is a subject at a crossroads of multidisciplinary sciences, cross-disciplinary interaction had been very limited due to lack of both awareness and opportunities. The avowed goals were to bring to bear on DA problems the combined expertise of applied mathematicians and statisticians, and to integrate acquired intelligence into DA. The goals were accomplished at diverse levels.

At the community level, a specific outcome is the formulation of future directions of research that foster these connections and entice practicing mathematicians and statisticians into this rich and thriving area. This will be presented as a “white paper” that will appear as the introduction  in an upcoming special issue of Physica D on DA that came out of this program, see below. The white paper should help fertilize collaboration across the disciplines and serve as an agenda to the mathematical community engaged in the future advancement of DA. 

This special issue of Physica D, co-edited by Chris Jones and Kayo Ide, is a direct outcome of the DA program. Along with the white paper, the special includes papers solicited from the key participants of the program, in particular the two main workshops, as well as those of the IPAM workshop. It outlines the state-of-the-art in DA with a targeted audience being those slightly outside the subject but knowledgeable in a relevant area, such as nonlinear phenomena and complex dynamics. It also presents new cutting-edge approaches to DA.  It stands to gain enormously from the increased input of applied mathematics, particularly in the form of dynamical systems, scientific computation and applied probability, and statistics, particularly in terms of filtering techniques and stochastic computing.  Publication is expected to be late 2006 or early 2007. For the list of the papers, see attached list below.

More generally, the impact of initiating cross-disciplinary collaboration on future advancement in the DA and related communities should not be overlooked as a crucial outcome of this program. 
Specific progress was made on a number of problems in terms of formulation of future directions and enhancement and focusing of ongoing research efforts. To mention just a few examples:

· Development of flitering techniques for assimilating Lagrangian data in ocean models (Ide and Budirajah),

· Langevin sampling techniques and the associated stochastic computation (Apte, Stuart and Jones)

· Vector field reconstruction based on sparse ocean data. This is forming the basis of a proposal on behalf of Susan Lozier (Duke), Larry Pratt (WHOI) and Jones.

· Amalgam of Bayesian thinking and the theory of indistinguishable states (Berger and Smith)

· Application of indistinguishable states ideas in model sampling problems (Smith, Khare and Martinssen-Burrell)

· Use of indistinguishable states methods in numerical weather forecasting (Smith and Toth)

· Initiation of collaboration between Monica Stephens (Spelman College) and Susan Lozier (Duke) on ocean modellig and prediction problem. 

· An Honors Seminar course: “How to predict good weather for tomorrow” will be taught by Marianna Pensky and Roy Choudhury at the University of Central in Spring 2007.
At the institute level, this DA program conducted an effective collaboration with two other NSF institutes, IPAM and NCAR. 
Special Issue of Physica D
The following papers are under consideration for the special issue of Physica D in association with this program.

1. Jeffrey Anderson, Exploring the Need for Localization in Ensemble Data Assimilation Using an Hierarchical Ensemble Filter.
2. L Mark Berliner and Christopher K Wikle, Approximate Importance Sampling Monte Carlo for Data Assimilation.
3. Achi Brandt, Multiscale Methods of Data Assimilation and Feedback Optimal Control.
4. Amarjit S. Budhiraja, Chihoon Lee, and Lingji Chen, A Survey of Numerical Methods for Nonlinear Filtering Problems .
5. Laurent Debreu, Eric Blayo, Ehouarn Simon, Yann De Visme, 4D variational data assimilation for locally nested models.
6. James Hansen and Cecile Penland, Data assimilation; parameter estimation; stochastic differential equations.
7. Brian R. Hunt, Efficient Data Assimilation for Spatiotemporal Chaos: a Local Ensemble Transform Kalman Filter.
8. Alexander T Ihler, Sergey Kirshner, Michael Ghil, Andrew W Robertson, Prediction, and Padhraic Smyth, Graphical Models for Statistical Inference and Data Assimilation.
9. Eugenia Kalnay, Hong Li, Takemasa Miyoshi, Shu-Chih Yang, and Joaquim Ballabrera-Poy, 4D-Var: ensemble Kalman Filter; variance inflation; Data Assimilation; model errors.
10. Richard Kleeman, Statistical predictability in the atmosphere and other dynamical systems.
11. Pierre F.J. Lermusiaux, Adaptive Modeling, Data Assimilation and Adaptive Sampling.
12. Robert N. Miller, Topics in data assimilation: Stochastic processes.
13. Sai Ravela, Kerry A Emanuel, and Dennis McLaughlin, Data Assimilation by Field Alignment.
14. Carolyn A Reynolds, Impact of Nonlinearities and Model Error on Pseudo-inverse Calculations.
15. Andrew Stuart, Martin Hairer, and Jochen Voss, A Bayesian Approach to Data Assimilation.
16. Zoltan Toth and Malaquias Pena, Data assimilation and numerical forecasting with imperfect models: The mapping paradigm.
17. Christopher K. Wikle and L. Mark Berliner, A Bayesian Tutorial for Data Assimilation.
18. Carl Wunsch and Patrick Heimbach, Practical global oceanic state estimation.
Other Papers
· Broecker, J., and L.A. Smith  “On the Importance of Being Proper:  Skill Scores for Probability Forecasts”  Submitted to Weather and Forecasting.

· Clarke, L. and L.A. Smith  “Detecting Transparent Noise”  Submitted to Mechanical Systems and Signal Processing.
· Foley, K. and Fuentes, M.  “A Statistical Framework To Combine Multivariate Spatial Data And Physical Models For Hurricane Surface Wind Prediction” Invited paper for special issue of the Journal of Royal Statistical Society-Series A.

· Khare, S.P. and J.L. Anderson  “An Examination Of Ensemble Filter Based 
Adaptive Observation Methodologies”  Tellus A, 58, 179-195.

· Khare, S.P. and J. L Anderson  “A Methodology For Fixed Observational Network Design: Theory And Application To A Simulated Global Prediction 
System”  Accepted for publication in Tellus A.

· Khare, S.P.  “A Theoretical Framework For Ensemble Based Adaptive Observations”   In review with Nonlinear Processes in Geophysics. 
· Khare, S.P. and L.A. Smith  “Nonlinear Ensemble Data Assimilation Using 
Indistinguishable States”   To be submitted to Journal of Atmospheric Sciences.
· Liu, L., Ide, K. and Jones, C.  “Assimilation Of Lagrangian Data Into Two Layer Point Vortex Systems”   Preprint.

· Mich, N. and Lozier, S.  “On the Temporally-Varying Northward Penetration of Mediterranean Water”   Preprint

· Salman H., Kuznetsov L., Ide, K. and Jones, C.  "A Method for Assimilating Lagrangian Data into a Shallow-Water Equation Ocean Model"   To appear in Monthly Weather Review

· Smith, L.  “Predictability Past, Predictability Present”  To appear as chapter in book edited by Tim Palmer (ECMWF)

· Xie, L., Bao, S., Pietrafesa, L., Foley, K., Fuentes, M. “A Real-Time Hurricane Surface Wind Forecasting Model: Formulation And Verification”  Monthly Weather Review, in press.  (2006)

