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1:0 Introduction - Brief Review of \Disclosure"

� Fellegi (1972) - Disclosure requires both the recognition of an
individual member of a population and gaining information about that
individual
} Identi�cation of a sample member from data release without prior
knowledge of individual being a member of the sample
} Identi�cation of additional identi�able characteristics

� Dalenius (1997) - If the release of certain statistical information make
it possible to determine a particular value relating to a known
individual more accurately than is possible without access to thatdata,
then a disclosure has taken place
} Seek to limit disclosure
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� Lambert (1993) - Bayesian approach to disclosure identi�cation from
intruder perspective
} Utilizes a model for the intruder
} Does not optimize intruder behavior
} Does not explicitly allow for mechanism that might prevent
intruder from making a match

� Fuller (1993) - Measurement error as part of a masking process
intended to foil an intruder's attempts at identi�cation
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2:0 Basic Disclosure Model

� Model describing the data with unknown parameters with
exchangeable priors

� Probabilistic mechanism which introduces bias into the responses

� Probabilistic mechanism which generates errors in the database

� All variables are continuous and unique

� (A1) The intruder possesses veri�ed (exact) information,x, on
several individuals

� An agency releases (possibly corrupted or modi�ed) datay

� The intruder seeks to obtain additional information by identifying the
released information of individuals with records in x

� Intruder information x is accurate, allowing for upper bound on
posterior probability of correct identi�cation
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The data available to the intruder consists of exact data on an individual
at the center of the investigation, x0 = f x01; x02; :::; x0k g, a k attribute
vector of observations on that individual (key variables)

The agency records data on a population ofN individuals,
y (N ) = f y1 ; :::; yN g, where y i = f y i 0; yi 1; :::; yiq g; q > k , where y i 0 is a
u-vector of identifying attributes not released to the public (e.g. SSN)

There is a nonzero probability that y (N ) does not contain any information
on x0

The agency releases the censored records ofn individuals,
z(n ) = f z1 ; :::; zn g; zi = f zi 1; :::; ziq g, arranged so that zij corresponds to
x0j for j = 1 ; :::; k < q
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De�ne indicator function J = 1 ; 2; :::; n + 1, such that J = j if x0 is
associated with the individual whose released record is given by zj , and
J = n + 1 if x0 is associated with an individual whose record has not
been released

The aim of the intruder is to �nd the value of J = r , yielding disclosure
of attributes yr (k+1) ; :::; yrq

Note that J = r � n does not imply that zrj = x0j due to errors in the
agency data

The problem faced by the intruder is to attempt to match recordx0 with
one of those released

7



Assumption A2

� Distribution of attributes among individuals denoted f (z(n ) j� ), where
parameters � = f � 1; :::; � qg

� Independence:f (z(n ) j� ) =
Q

i f (zi j� )

� � � t(� ), for some density t

Assumption A3

� x0j = � ij + � j ; J = i ; i = 1 ; :::; n + 1; j = 1 ; :::; k

� Bias removing parameter denoted� ij

(� (n +1) j is used for all un-released records)

� � j � N (0; � 2
j ); with � 2 � � (� 2

j )
(� j varies across attributes, independent of� ij )

Assumption A4

� The � ij are exchangeable with respect toi

� � ij � g(� ij j' j ), where ' j � h(' j )
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3:0 Bayesian Approach

Intruder's Goal: Obtain the posterior distribution of J ; P(J j x0; z(n ) )

Intruder's \Optimal Behavior": Decide that the con�dential records
associated withx0 are in zm , where m is the value of J for which
P(J j x0; z(n ) ) is maximized

P(J j x0; z(n ) ) / f (x0jJ = i ; z(n ) )f (J = i jz(n ) ); i = 1 ; :::; n + 1 (1)

f (J = i jz(n ) ) =

8
<

:
1=N for i = 1, ..., n

(N � n) for i = n + 1
(2)
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f (x0jJ = i ; z(n ) ) =
kY

j =1

Z

� ij

Z

� 2
j

f (x0j j� ij ; zij ; � 2
j ) � f (� ij jJ = i ; z(n ) )

�f (� 2
j jJ = i ; z(n ) ) d� ij d� 2

j (3)

f (x0jJ = n + 1; z(n ) ) =

kY

j =1

Z

� ( n +1) j

Z

� 2
j

Z

z( n +1) j

f (x0j j� (n +1) j ; z(n +1) j ; � 2
j ) � f (� (n +1) j jJ = n + 1; z(n ) )

�f (z(n +1) j jz(n ) )f (� 2
j jJ = n + 1; z(n ) ) d� ij dz(n +1) j d� 2

j (4)

(Integrating out the unknown realization of z(n +1) j )

where f (z(n +1) j jz(n ) ) =
R

f (z(n +1) j j� )f (� jz(n ) )d�
and f (� jz(n ) ) / f (z(n ) j� )t(� )
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4:0 Case Study

Variables Measured on 5 point scale from 1981 phone interviews
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4:1 Data

662 observations on variables:

Civil = C1 + C2 + C3 + (8 � C5) + N (0; 1
2 )

Attitude = A15 + A18 + N (0; 1
2 )

Can/US = (5 � CUS1) + CUS5 + (5 � CUS6) + CUS7 + N (0; 1
2 )

Age = Age + N (0; 4)

Income =

8
<

:
Income + U[0; $10; 000] Income < $80; 000

$60; 000 + 25; 000� t(8):38 Income � $80; 000
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Agency releases all variables except `Attitudes' (toward Jews)

`Attitudes' is unavailable to the intruder and at the center of the
intruder's investigation

Released data:z = f zij ; i = 1 ; :::; 662;j = 1 ; :::; 4g (n = N )

Intruder's data: x0j = zij � � ij + � j ; where � ij � N (1; ' j ); � � N (0; � 2
j )
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4:2 Implementation of Bayesian Model

Uniform prior: f (J = j jz(662) ) = 1
662

Previous assumptions) x ij j� ij ; zij ; � 2
j � N (� ij zij ; � 2

j )
and x ij j� ij ; zij ; ' j � N (zij ; � 2

j + z2
ij ' j )

Eqn (3) becomes (8):

f (x0jJ = i ; z(n ) ) =
4Y

j =1

Z Z
f (x0j jz(n ) ; � 2

j ; ' j ; J = i )

�f (' j ) � f (� 2
j ) d' j d� 2

j

Identi�cation Rule: Choose the value of i that maximizes (8)
(Generate observations fromf (' j ) and f (� 2

j ))
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Priors on ' j and � 2
j : � (� 2

j ); h(' j ) � Gamma(�; � )

Assume:
q

� 2
j = 1

6 Rangef V ariablej g;

and p ' j = 1
6 Rangef � j g = 1

6 Rangef [0:75; 1:25]g
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4:3 Computational Results

4 simulation scenarios:

� The released data contains no bias or noise (' j = 0 ; � 2
j = 0)

� The released data contains only noise (' j = 0)

� The released data contains only bias (� 2
j = 0)

� The released data contains both bias and noise (Table 4.2)

Each individual was taken in turn as the object of the intruder's e�orts

The following tables give the number of times the correct record was
ranked 1st through 10th and the average probability of a correct match
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Summary of Results

� No bias or noise:319/662 cases the intruder's posterior probability of
a match was highest for the correct record, the average valueof the
posterior probability associated with the highest ranked record is
modestly small (0.02 to 0.10), no cases of low rank

� Noise, no bias:42/662 cases correct rank, 448/662 cases the correct
record was not in the top ten of records indicated from posterior
probability

� Bias, no noise:295/662 cases correct rank, 19/662 cases not in top ten

� Bias & noise: 43/662 cases correct rank, 451/662 cases not in top ten

) Even with moderate bias and noise, the intruder has the correct match
in the top �ve around 40% of the time. But, the intruder did not achieve
true matches with high probability, and this should degrade as n grows.
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5:0 Further Work

� Specify a loss function for the intruder, e.g. utilize a threshold for the
posterior probability of a match

� Intruder could match more than one record at a time against released
data, increasing probability of success

� Agency may release only a portion of sampled data, decreasing
intruder's success

� Intruder could have only approximate information on individ uals

� Data could include categorical variables

� Explore agency response for optimal intruder behavior, e.g. use of
matrix masking and ability of intruder to undo agency's masking
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