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Applications

e Quality / Process control
e Epidemiology

e Signal processing

e Finance

e Surveillance / Security

e Others ?



Change-Point Problem Formulation
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e Goal: Raise an alarm as soon as a
change occurs

o A procedure is defined as a stopping
timeT

(T < 0o — declare a change has occurred)



Minimax Formulation

e Detection Delay:

D(T)= sup E[T—v|T > v]
1<v<oo

o False Alarm Rate:
= Can P(ever raise a false alarm) < 5%?

No! Lorden (Ann. Math. Stat., 1971) showed:
D(T) is finite — P(raise a false alarm) = 1

= Usually measured by 1/E¢[T], where E¢[T]
is Mean Time until a False Alarm (MTFA)



An Instructive Example

Before Change (B. C.), Xi's are i.i.d. N(0, 1)
After Disorder (A. D.), X.'s arei.i.d. N(1, 1)

Problem: Minimize detection delay D(T)
subject to MTFA > y (e.g., =100)

e CUSUM procedure (Page (1954))
Tcm = first n such that W,, > 2.85, where

Wn = max > (X;—0.5) [=max{0,W,_1}+(Xn—0.5)]
1§k§ni=k

e Tcm Is (nearly) optimal: D(Ty)~ 6.1



Page’s CUSUM Procedures

X1, Xo, o X 4 __— 3<V7XV 1,

7

~—

iid. g

iid. f
e Given X,, ---, X, the log-likelihood ratio of

& 9(X;)
. e * p— 1 |
Hp v o0 VS. Hl,k: LV k is ,L;k o]e £(X,)

e CUSUM statistics is Maximum Likelihood Ratio

T
X;
Wn = max ) Iogg( i)
1<k<n ‘=~ f(X;)

e Page’s CUSUM = first n such that W, > a

o (Asymptotic) optimality: (Lorden 1971,
Moustakides, 1986)




Bayesian Formulation

e The change-point v is a random variable with a
known prior distribution

e Problem: Minimize P:(T <v)+cE(T —v)T

where c >0 is a pre-observation cost of delay.

e Solution: If the prior for v is geometric(p),
Bayes rule is

T, . = first n such that
P(v<mn| Xy,---,Xp) > Op,c

P,



Shiryeyev-Roberts Procedures
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 Shiryayev-Roberts = first n such that B, > A
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o It is the limit of Bayesrulesasp — 0

e Minimax optimality (Pollak, 1985)



Page's CUSUM & Shiryayev-Roberts
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e CUSUM statistic:

9(X) 9(Xn)
W =0, ka< Xy — MW DA

e Shiryayev-Roberts statistic:

g(X) o(Xn)
fin = kzl ZHk Oy~ Fnmt DR

e Their performances are similar under minimax
criteria
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Generalizations

e Pre-change and/or post-change distributions

involve unknown parameters (Lorden 1971; Pollak

1987; Pollak & Siegmund 1991; Lai 1995; Yakir 1998; Gordon

gxol(’)%llak 199))7;Baron 2000; Mei 2003; Krieger, Pollak & Yakir
A

e Dependent observations; Hidden Markov (Lai
1998; Fuh 2003, 2004)

e Wiener process; Poisson process; Compound

Poisson Process (Shiryeyev 1978; Gal’chuk & Rozovkii
1971; Gapeev 2005)

o E%%?nential penalty for delay (Poor 1998; Beibel

o ggg?)t detect & isolate changes (Nikiforov 1995; Lai

e Decentralized systems (veeravalli 2001; Mei 2005)



