
A Top-Down Approach to Multi-Name Credit
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Notation - Start with n names (n may be finite or countably

infinite) with underlying complete probability space (Ω,G, P).

• G = (Gt)t>0 is a right-continuous complete filtration of

observable events

• τ i ≡ default time of firm i; each τ i is a stopping time with

respect to G

•
(

T j
)n

j=1
≡ ordered sequence of default times [T 0 = 0]

• N i ≡ default indicator process of firm i; N i
t = 1{τ i≤t}

• Oj ≡ indicator process for default event j; Oj
t = 1{T j≤t}

• Nt ≡ (economy-wide) default counting process; Nt is a

right-continuous point process with jump sizes of 1

• Nt =
∑

i N i
t =

∑

j Oj
t
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Assumptions:

• [A1]
(

T j
)

is a strictly increasing sequence a.s.

• [A2] T 1 > 0 a.s.

• [A3] For every t > 0 and every j, P[T j > t] > 0.

• [A4] If n = ∞, T∞ = limj→∞ T j = ∞ a.s.

• [A5] E[Nt] < ∞ for all t > 0
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By the Doob-Meyer decomposition, each N i may be expressed as

N i = M i + Ai, where (Ai) is a nondecreasing, G-predictable

process such that Ai
0 = 0 (the compensator); and (M i) is a

square-integrable G-martingale. Similarly, N = M + A.

Proposition 2.1 The compensator A to counting process N is

continuous a.s. if and only if the τ i are totally inaccessible stopping

times.

If there is a G-adapted process (h) such that At =
∫ t

0
hsds, then h

is referred to as the intensity. With n total names, we see that

At = AT n a.s. when t ≥ Tn and ht = 0 a.s. when t > Tn.
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In the bottom-up models, one first constructs intensity processes

(λi
t)

n
i=1 for each of the n firms. Then one forms the economy-wide

intensity process λt =
∑

i λi
t.

Proposition 2.4 The compensator A to N is given by A =
∑

i Ai,

where Ai is the compensator to N i and N =
∑

i N i.

But one must pay attention to the filtrations with respect to which

the Ais are compensators. If, for each i, G
i ⊂ G is a subfiltration

and Ai is a G
i-compensator, it does not necessarily follow that

A =
∑

i Ai will be a G-compensator. This is one of the motivations

for top-down modelling.
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In contrast, the top-down modelling approach starts with one

compensator process A associated to an economy-wide default

counting process N , and extracts the single name compensators Ai

via random thinning.

Definition 2.5 A thinning process for compensator A with

respect to a stopping time τ is an adapted process Z such that
∫ t

0
ZsdAs is a version of the compensator to the indicator of τ , i.e.

Mt = 1{τ≤t} −
∫ t

0
ZsdAs is a martingale. – a thinning vector for the

economy-wide compensator A is a vector of thinning processes

Z = (Z1, Z2, ...)
T for the default times τ i.

Remark 2.6 Random measures νA and νAi on ℜ+ are associated

to the monotone processes A and Ai, respectively. By Proposition

2.4, νAi << νA, and the process Zi is a version of the

Radon-Nikodym derivative
dν

Ai

dνA
.
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Proposition 2.7 For all i, there is a predictable version of a

thinning process Zi (unique up to indistinguishability) for A with

respect to τ i.

Proposition 2.8 Let N be an economy-wide default counting

process with thinning vector Z. Then N admits intensity h if and

only if each N i admits intensity hi such that, for each t, hi
t = Zi

tht

a.s.

We may think of the thinning process Zi as the probability process

that firm i is the next to default. In an intensity framework, Zi is

the ratio of the single firm intensity hi to the economy-wide

intensity h (evaluated on the support of h).

7



Definition 2.9 Let µA and µAi denote the measures on

(Ω ×ℜ+,G ⊗ B(ℜ+)) induced by the random measures νA and νAi

on ℜ+.

For example the induced measure µA is given by:

µA(X) = E

[
∫ ∞

0

XsdνA(s)

]

,

where X is nonnegative and measurable.

Proposition 2.10 The thinning process Zi satisfies the following

three properties a.s. with respect to the measure µA:

1. Zi = 0 on {τ i ≤ t}

2. Zi ∈ [0, 1]

3.
∑

i Zi = 1
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Example 2.11 Two-firm economy with economy-wide default

counter N given as a standard Poisson process (truncated at T 2).

The economy-wide compensator and intensity processes are given

by At = t ∧ T 2 and ht = 1{t≤T 2}, respectively. If one defines

Ωi = {ω : τ i(ω) = T 1} and (at time 0) determines the first default

probabilities qi = P[Ωi], then the thinning processes for firms 1 and

2 are:

Z1
t =















q1 t < T 1

1Ω2 T 1 ≤ t < T 2

0 T 2 ≤ t















Z2
t =















q2 t < T 1

1Ω1 T 1 ≤ t < T 2

0 T 2 ≤ t
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Example 2.11 (continued) The respective compensator

processes are given by:

A1
t =







q1t t < T 1

q1T
1 + 1(Ω2)(t ∧ T 2 − T 1) T 1 ≤ t







A2
t =







q2t t < T 1

q2T
1 + 1(Ω1)(t ∧ T 2 − T 1) T 1 ≤ t
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Definition 2.12 A strong thinning process for the

economy-wide compensator A with respect to a totally inaccessible

stopping time τ is a bounded, predictable process Z for which
∫ t

0
ZsdNs is a version of the indicator process 1{τ≤t} = Nt∧τ .

Proposition 2.13 If the compensator A is a continuous process

(a.s.) and Zi is a strong thinning process for A with respect to τ i,

then
∫ t

0
Zi

sdAs defines a version of the single name compensator

process Ai.

Proposition 2.14 A strong thinning vector Z for a compensator

A takes its values in the standard Euclidean basis elements

µA-almost surely.
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Proposition 2.15 There exists a strong thinning vector Z for the

economy-wide compensator A if and only if the single name

compensators Ai are mutually singular as random measures on ℜ+

a.s.

The authors make a strong assumption when they assume an

economy and its intensity process admit a strong thinning vector,

because, by Propositions 2.14 and 2.15, the existence of a strong

thinning vector implies that at any given time, only a single firm

carries all of the default risk. The authors note this fact, but assert

that there are practical advantages to working with an economy

that admits strong thinning (pricing and hedging).

12



Key Difference in Implementing Random

Thinning and Strong Random Thinning

In thinning models, starting at time 0, one deduces the distribution

of first-to-default probabilities for each firm in the economy. Then

at the first jump of the associated counting process, one picks

(according to the distribution) the identity of the defaulter. Then

one repeats this; at each time T j (j ∈ {1, 2, ..., N − 1}), we observe

the remaining (N − j) firms and deduce the next-to-default

probability distribution, simulate the time to the next default in

the economy, and select the identity of the defaulter.

In strong thinning, starting at time 0, one deduces the identity of

the next firm to default and only simulates the time to that firm’s

default. At each default time T j , one knows the identity of the

(j + 1)st firm to default.
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Example 2.16 Two-firm economy with compensator At = t ∧ T 2

(the default counter process is standard truncated Poisson) with

intensity ht = 1{t≤T 2}. This set-up is analogous to Example 2.11,

but now let us assume that there exists a strong thinning vector.

This amounts to us observing the world at time 0 and deducing

which of our two starting firms will fail first. WLOG say one

observes Ω1 (i.e. firm 1 will default before firm 2). Then the strong

random thinning processes and compensator processes are given by:

Z1
t = 1{t≤T 1} A1

t = t ∧ T 1

Z2
t = 1{T 1<t≤T 2} A2

t = t ∧ T 2 − t ∧ T 1
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Example 2.17 Two-firm economy with strong random thinning

(same set-up as above), but with an information update. Suppose

at time 0, one observes that firm 2 will default first. However, at

time T c < T 1, new information leads the observers to conclude that

firm 1 will default first. With no other information updates, the

strong thinning and compensator processes are given by:

Z1
t = 1{T c<t≤T 1} A1

t = t ∧ T 1 − t ∧ T c

Z2
t = 1{t∈(0,T c]∪(T 1,T 2]} A2

t = t ∧ T 2 − t ∧ T 1 + t ∧ T c
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Market Calibration Possibilities Under the pricing

measure P, we can use the implied marginal default probabilities

from single name market prices (i.e. CDS spreads) to fit the

parameters of A and Zi utilizing the following:

P[τ ≤ t] = E[N i
t ] = E[Ai

t] = E

[
∫ t

0

Zi
sdAs

]

Revisiting Example 2.11 Two-firm economy with compensator

At = t ∧ T 2. Since the default counter N is a truncated standard

Poisson process, the inter-arrival times T 1 and T 2 − T 1 are

independent, standard exponential random variables.

P[τ ≤ t] = E[Ai
t] = 1 − e−t − (1 − qi)te

−t

To calibrate this model, one chooses qi to match the model’s

implied default time probability distribution to that implied by the

single name market prices.
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In the extreme cases (corresponding to an economy that admits

strong thinning):

• if qi = 1, τ i = T 1 a.s. ⇒ τ i has a standard exponential

distribution

• if qi = 0, τ i = T 1 + X a.s., where X is an independent

standard exponential random variable
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Intensity Based Models

A multi-name credit model is intensity based if N has compensator

At =
∫ t

0
hsds for some adapted process h. In practice the intensity

h is often specified by an F-adapted process λ.

Lemma 3.1 If N has intensity h, then

h =

n
∑

i=1

λi(1 − N i) = (1 − On)λ.

The extended intensity λt agrees with the intensity ht almost

surely iff the number of firms n is infinite.
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Example 3.2 Suppose that firm i has an exponentially distributed

default time with parameter λ > 0. The intensity hi is the

derivative of the compensator Ai to the default indicator N i. It is

the non-constant stochastic process given b ht = λ1{t≤τ}. A single

name model of this type is often described as a “constant intensity”

model in the literature.
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Doubly Stochastic Intensity Based Models

Doubly stochastic models are much more flexible than constant

intensity models and some specifications are mathematically

tractable. We analyze two popular intensity based specifications.

The definition is generalized to take account of an economy with

only finitely many firms.

Definition 3.4 (Top down specification of a doubly

stochastic model) An intensity based model is doubly stochastic

with respect to a right continuous, complete filtration F ⊆ G if

there is a non-negative F-predictable process λ so that for each

t ≥ 0, u > 0,

P
[

Nt+u − Nt = k|Gt ∨ Ft+u

]

=
1

k!

(

∫ t+u

t

λsds

)k

exp

(

−

∫ t+u

t

λsds

)

for k ranging from 0 to n(ω, t), which is the number of firms that

survive until time t in state ω.
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The F-predictable process λ is the extended intensity of the default

counter N in the investor filtration G. An alternative bottom up

definition arises naturally in credit since many credit risk models

are conceived one firm at a time.

Definition 3.6 (Bottom up specification of a doubly

stochastic model) An intensity based model is doubly stochastic

with respect to a right continuous, complete filtration F ⊆ G if it is

conditionally independent and if there are F-predictable processes

λi so that for each t ≥ 0, u > 0,

P
[

τ i > t + u|Gt ∨ Ft+u

]

= exp

(

−

∫ t+u

t

λi
sds

)

on the no default set {τi > t}.
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Consequences

• In a credit model, the process X typically consists of historical

default information, credit sensitive security prices,

macro-economic variables and other relevant publicly available

information.

• The default of firm j cannot directly affect the intensity of firm

i unless N j is F-adapted.

• The default times τ i cannot be stopping times in a double

stochastic model filtration F.

• There is no time s at which the default event {τ i ≤ s} is in Fs.

Corollary 3.10 In a model that is doubly stochastic in the sense

of Definition 3.6, the default of one firm cannot immediately affect

the intensity of another.
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Another perspective.

Proposition 3.13 In a model that is doubly stochastic in the

sense of Definition 3.6, the G compensator Ai to N i is given by the

G
i-adapted process

Ai
t =

∫ t∧τ i

0

λi
sds

So, the G
i-fair process M i remains fair in the presence of the

additional information about the state of the firms j 6= i given in

G, and even when there is perfect correlation between hazard rates,

the corresponding correlation between defaults in any chosen period

of time is usually very low.

In the case when the number of firms n is infinite, we consider

self-exciting processes. A self-exciting process is naturally conceived

from the top down. A familiar example is a Hawkes process.
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This is specified by a positive constant c and a nonnegative

function d. The intensity is given by

ht = c +

∫ t

0

d(t − u)dNu

Example 3.16 (Exponential Decay) Consider the

parametrization

d(u) =
k
∑

j=1

αje
−βju

with
∑k

j=1 αj/βj < 1 for some k ≥ 1. The constant parameters αj

control the jump in the Hawkes intensity at defaults. The constant

parameters βj control the decay of the influence of a default on the

current intensity.

The Hawkes process is not doubly stochastic in the sense of Def 3.6.

24



Example 3.18 (Constructing and strongly thinning a

piecewise constant Hawkes process) Consider a Hawkes

intensity whose paths are constant between the event times. At

time 0, we draw the identity of the first defaulter. The first default

time T 1 is a realization of a random variable that is exponentially

distributed with intensity c > 0. At time T 1, the Hawkes intensity

is updated to c + d1. The updating variable d1 takes account of all

the information in FT 1 . Also at T 1, based on all of the information

in FT 1 the identity of the second defaulter is drawn from the pool

of survivors. The second default time T 2 is given by T 1 + X1,

where X1 is a realization of a random variable that is exponentially

distributed with intensity c + d1. This process is iterated until a

fixed time horizon is reached or until the pool is exhausted. Here
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the thinning process Zi corresponding to firm i is given by

Zi
t =







1, if t ∈ (T k−1, T k] and T k = τ i,

0, otherwise
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Bottom up construction

• Self exciting process can’t be estimated from bottom up

• Intensity can still be constructed from single name intensities hi

• Several examples from the literature are of the form

λi
t = αi

t +
∑

k 6=i

βik
t Nk

t

• The counting process intensity h = λ is given by
∑

i

hi(1 − N i
−)λi
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Hybrid Models

• In traditional models, investors observe firm values and default

barriers perfectly.

• Default times are predictable.

• Models based on predictable stopping times fit data poorly, and

further do not satisfy the requirements of thinning (A = N)

• Can modify the informational assumptions to get totally

inaccessible default times, where distance to default is not

observable

• See Duffie & Lando (2001), Giesecke (2001), and Çetin, Jarrow,

Protter, & Yildirim (2004)
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In the case of I2

• In I2 default occurs at first passage time, τ i of the firm value

process Xi.

• The default barriers Di < X0 are continuous random variables

with distribution Gi.

• Let G
−1 be the filtration generated by F and {Nk : k 6= i}

• Conditional survival given by

Li
t = P [τ i > t|G−i

t ] = P [Di < M i
t |G

−i
t ]

• The G compensator Ai to N i is

Ai
t =

∫ t∧τ i

0

dKi
s

Li
s−
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Ex: Independent Default Barriers Suppose the default

barriers are independent of one another and the firm value process.

Then Li
t = Gi(M i

t ). Also, if Xi is continuous, then Li is a

continuous process, and Ki = 1 − Li. From above then

Ai
t = − log Gi(M i

t∧τ i)

Note that the model does not have the self-exciting property. Ex:

Dependent Default Barriers Suppose the default barriers

depend on each other but are independent of the firm values Xi.

Then the information about the defaults in the economy is used to

update the conditional distribution of Di so Li depends on the

firms k 6= i. For t < T 1

Li
t =

G(M1
t , . . . , Mn

t )

G(M1
t , . . . , M i−1

t , Xi
0, M

i+1
t , . . . , Mn

t )

where G is the joint distribution function of the default barriers.

At T 1 the conditional distribution of Di is updated with the
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information about the barrier value of the first defaulter k 6= i. If

the firm values are continuous processes, then Dk is given by

M − T 1k
, and so Li jumps at T 1, and so the default of firm k

affects Ai. This model has the self affecting property.
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Time Change

• Meyer: A point process with a continuous compensator can

be transformed into a standard Poisson process by a stochastic

time change.

• Let N be a counting process and let A be its compensator in

the filtration G. Now let

T̄ i = AT i

and define

Ās =







inf{t ≥ 0 : At > s}, if s ∈ [0, T̄n]

Tn, if s ≥ T̄n
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• Let Ḡs denote the stopping time σ-algebra

GĀs
= {Λ ∈ G|Λ ∩ {Ās ≤ t} ∈ Gt ∀t > 0}

• The in the case where n = ∞ and the defaults (T i) are

non-explosive

Proposition Suppose the default stopping times are totally

inaccessible with respect to the filtration G. Then the process N̄

defined by

N̄s = NĀs∧T̄ n

is a standard Poisson process in the time changed filtration Ḡ.
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Testing the fit

• For a fixed T , observe a strictly increasing sequence (T i)i=1,..NT

of default times with corresponding counting process N .

• Calibrate the model compensator A to N on [0, T ] with respect

to the model filtration G.

• Use the time change argument to transform the default times

(T i) into the sequence (T̄ i) by

T̄ i = AT i , for i = 1, 2, ..., NT (1)

• Do hypothesis testing to check that the counting process N̄ of

the transformed sequence (T̄ i) is a standard Poisson process on

[0, AT ).
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