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A Credit Risk Model

• One way to model credit risk for bond portfolios is to use

a multiple factor risk model as described in Grinold and Kahn

(2000), chapter 3, in which the relations among individual bond

returns are assumed to be explained by a relatively small set of

common factors, such as the set of the various combinations of

sector and rating, e.g. AA Financial.

• At the end of each month, the AA Financial bonds are priced

and an option adjusted spread (OAS) is computed for each bond.

The OAS measures the additional yield the bond is paying to

compensate investors for the risk of default.
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• The sample measurement for each bond is the change in the

value of this OAS from that of the previous month; this change

is called the spread return of the bond.

• Suppose there are n AA Financial bonds, and let Xi denote the

spread return, in a given month, of the ith bond. We assume

that spread returns of different AA Financial bonds are sampled

from normal distributions with common mean µ.

• We expect some bonds to be more reliable than others in

predicting the common average spread return. For example, a

heavily traded benchmark bond A will be more reliable than a

seldom traded low-cap bond B catering only to a small part of

the market.
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• We therefore give different weights to different bonds. So the
mean spread return is to be computed according to the weighted
average

X̄ =
n∑

i=1

wiXi,

where the wi are known positive numbers with Σwi = 1. We
assume the Xi are independent normal with a common mean.

• In this situation, the specified weights will come from our fi-
nancial views about which bonds should play the most important
roles in determining the estimated sector-rating mean spread re-
turn.

• Later, we will assume that Xi ∼ N(µX , αX
ωi

), i = 1, . . . , n. The
constant αX is probably unknown.
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• Now suppose we have a second collection of AA Financial

bonds, but issued in a different country and denominated in a

different currency.

• An important question is whether the mean spread return of

the first group is equal to that of the second (Breger et. al.,

2003).

• A positive answer would indicate the existence of global credit

risk factors while a negative answer would indicate that different

markets are driven by different credit risk factors.

• Because the bonds are drawn from distributions with different

variances, the standard t-test methods don’t apply.

6



The Problem

• Xi ∼ N(µX , σ2
i ), i = 1, . . . , n

• Yj ∼ N(µY , σ′2j ), j = 1, . . . , m.

• Xi and Yj are independent.

• The question is to examine the hypothesis test

H0 : µX = µY vs. H1 : µX 6= µY .
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Main Result

Lemma 1. The weighted means

X̄ =
n∑

i=1

wiXi, Ȳ =
m∑

j=1

w′jYj (1)

are the best (UMVUE) estimators of µX and µY , respectively, if
and only if there exist positive constants αX and αY such that
for i = 1, . . . , n and j = 1, . . . , m,

σ2
i =

αX

wi
and σ′2j =

αY

w′j
. (2)

• Hence, specifying the weights that define the weighted means
is equivalent to stipulating the relative variances σi/σ1 and σ′j/σ′1.

• If the variances are given, the weights are determined from (2),

i.e. wi =
(1/σ2

i )

Σj(1/σ2
j )

.
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Case I (the Normal test): The values αX and αY are known,
i.e. all the variances are known. We may use the test statistic

W =
X̄ − Ȳ

√
αX + αY

,

which is standard Normal.

Case II (Pooled two-sample test: the Weighted t-statistic):
The ratio αX/αY is known. Then we may use the test statistic

Tp =
X̄ − Ȳ√

SX/αX+SY /αY
n+m−2

√
αX + αY

, (3)

where

SX =
∑

wi(Xi − X̄)2 and SY =
∑

w′j(Yj − Ȳ )2. (4)

9



Case III (Unpooled two-sample test): This is the most likely

case to be faced by the practitioner: the ratio αX/αY is unknown.

Then we may use the test statistic

Tu =
X̄ − Ȳ

√
α̂X + α̂Y

, (5)

where

α̂X =
SX

n− 1
and α̂Y =

SY

n− 1
. (6)
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Theorem 1. Let T (d) denote the Student’s t random variable

with d degrees of freedom.

(a) Tp ∼ T (n + m− 2).

(b) Tu may be approximated by a t-distributed T (d) with

d =
(α̂X + α̂Y )2

α̂2
X

(n−1) +
α̂2

Y
(m−1)

.

As an alternative, a simpler and more conservative choice is

d = min(m− 1, n− 1).

(c) Tu, along with T (d), tends in law to standard normal as

n, m →∞.
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Review : The Classical Case

• Xi ∼ N(µX , σ2
X), i = 1,2, ...n

• Yi ∼ N(µY , σ2
Y ), j = 1,2, ...m

The pooled two-sample t-statistic

T =
X̄ − Ȳ√

(n−1)σ̂2
X+(m−1)ασ̂2

Y
n+m−2 (1

n + 1
m)

(7)

is the sample variance of X, and similarly for Y . The test statistic

T has a (Student’s) t-distribution with n + m − 2 degrees of

freedom.
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The unpooled two-sample t-statistic This is the case of the

well-known Behrens-Fisher problem. The most popular of many

approaches to this problem is the Welch-Satterthwaite approxi-

mation.

In the Welch-Satterthwaite method, The test statistic is given

by

T =
X̄ − Ȳ√
ˆσX

2

n +
ˆσY

2

m

(8)

In this case, (8) does not follow a t-distribution exactly, but may

be approximated by a formula of Satterthwaite (1946) for the

optimal number of degrees of freedom. It is common to use the

more conservative choice d.f.= min(n−1, m−1) for convenience.
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The Weighted t-tests

•
∑n

i=1 wi = 1 and
∑m

j=1 w′j = 1, and

• for each i, j, Xi ∼ N(µ, αX/wi) and Yj ∼ N(µ, αY /w′j).

• X̄ =
∑

wiXi and Ȳ =
∑

w′jYj

• SX =
∑

wi(Xi − X̄)2 and SY =
∑

w′j(Yj − Ȳ )2
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Lemma 2. With notation and assumptions as above,

1. X̄ ∼ N(µ, αX) and Ȳ ∼ N(µ, αY ).

2. X̄, Ȳ , SX, and SY are mutually independent.

3. SX/αX ∼ χ2(n− 1) and SY /αY ∼ χ2(m− 1), where χ2(k) de-
notes the chi-squared distribution with k degrees of freedom.

4.

α̂X =
1

n− 1

n∑
i=1

wi(Xi−X̄)2 =
1

n− 1
SX , α̂Y =

1

m− 1

m∑
i=1

wi(Yj−Ȳ )2 =
1

m− 1
SY

(9)
are the UMVUEs of the α’s.

15



When the α ratio is known

The natural generalization of the classical pooled t-test is

Tp =
X̄ − Ȳ√

SX/αX+SY /αY
n+m−2

√
αX + αY

. (10)

Setting wi = 1/n, w′i = 1/m, and αY = (n/m)αX reduces this

expression to equation (7).

Note that Tp is independent of the scale of (αX , αY ), so depends

only on the ratio αX/αY . Theorem 1 says that it is a true t-

statistic with n + m− 2 degrees of freedom.
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If we believe a priori that αX
αY

= r, we may wish to confirm this

with a separate test. In this case, the following F test is useful.

Our hypotheses are

H0 :
αX

αY
= r v.s. H1 :

αX

αY
6= r.

Theorem 2. F = α̂X
rα̂Y

follows the F -distribution F (n − 1, m − 1)

under H0.
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When the α ratio is unknown

The natural extension of Satterthwaite’s approximate t-distribution

method is to use

Tu =
X̄ − Ȳ

√
α̂X + α̂Y

as our test statistic.

Observe that

Tu =
X̄ − Ȳ√

α̂X+α̂Y
αX+αY

√
αX + αY

=
W√

α̂X+α̂Y
αX+αY

, (11)

where W follows N(0,1).
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If Tu were to follow a t-distribution, then α̂X+α̂Y
αX+αY

would be of the

form V
r , where V follows a chi-square distribution with r degree

of freedom.

By Lemma 2, we see that

α̂X + α̂Y

αX + αY
v

αX

αX + αY

1

n− 1
χ2(n− 1) +

αY

αX + αY

1

m− 1
χ2(m− 1),

which is clearly not of the form V
r unless n = m. However,

following Satterthwaite we can use an approximating chi-square

distribution in which the number of degrees of freedom is chosen

to provide good agreement with the exact distribution in the

sense that the variances agree.
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Observe that the variance of α̂X+α̂Y
αX+αY

is given by

V ar(
α̂X + α̂Y

αX + αY
) = 2(

αX

αX + αY

1

n− 1
)2(n− 1) + 2(

αY

αX + αY

1

m− 1
)2(m− 1)

=
2

(αX + αY )2
{

αX
2

n− 1
+

αY
2

m− 1
}.

Since Var(V
r ) = 2

r , we conclude that the d.f. of the approximating

chi-squared V should have

d.f. =
(αX + αY )2

αX
2

n−1 + αY
2

m−1

.
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Hence our approximation of Tu is the t-distribution with number
of degrees of freedom equal to

(α̂X + α̂Y )2

α̂X
2

n−1 + α̂Y
2

m−1

. (12)

In a classical two sample t-test case, it’s common to use the
more convenient expression d.f.=min(n − 1, m − 1) instead. If
n > m,

(αX + αY )2

αX
2

n−1 + αY
2

m−1

>
(αX + αY )2

αX
2+αY

2

m−1

=
(αX + αY )2

αX
2 + αY

2
(m− 1) > m− 1.
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cross-sectional data

• We test the difference of weighted means of one-month spread

returns for a basket of Euro-denominated (X) and Sterling-

denominated (Y ) Financial AA bonds for each of three months:

September, October, and November 2000.

• Each bond’s weight is taken to be it’s duration.

Month X̄ (#) SX Ȳ (#) SY Tu p-value (df) Tp (αX

αY
) p-value

Sep 00 -4.31 (51) 34.4 7.23 (36) 201 -4.59 < 10−4 (43) -4.50 (1
9
) < 10−4

Oct 00 -0.86 (53) 1.2 7.02 (31) 21.1 -9.25 < 10−10 (40) -9.32 ( 1
30

) < 10−10

Nov 00 2.09 (58) 2.6 1.30 (33) 42.8 0.67 0.508 (34) 0.66 ( 1
30

) 0.507
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Time series data

• We use a ten year time series (1991 – 2001) of monthly factor

return data for US bonds, comparing a basket of BB rated Energy

bonds with BB rated Transportation bonds.

• The factor return for a given month is an average of the spread

returns over that month for all the bonds in the basket.

• Weighting is exponential with a half-life of 24 months, where

the most recent data is weighted highest.

• We compare our weighted, unpooled test using Tu with a naive

classical test using (8), where the weights are ignored.

24



Time series average factor return for two US bond baskets

factor no. months weighted time average weighted variance
Energy BB 138 -5.83 SX = 1053

Transportation BB 125 13.94 SY = 9628

Weighted vs Unweighted t-test results

test method approx. d.f. p-value conclusion
weighted Tu = 2.13 148 0.0348 reject H0

unweighted T = 1.52 151 0.1287 accept H0
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• The Journal of Risk Finance, Volume 6, Number 4, pp. 349 -

365

• http://www.math.fsu.edu/ kercheva/papers/tstat-jri3.pdf
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