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I.
Introduction    
The Current Population Survey (CPS) is a national household survey conducted by the U.S. Census Bureau for the Bureau of Labor Statistics. It is designed to generate national and state-level estimates of labor force characteristics such as: employed, unemployed and not in the labor force; demographic characteristics; and other characteristics of the non-institutionalized civilian population.  The CPS uses a 4-8-4 rotating panel design, i.e. 4 months in, 8 months out, and 4 months in.  In the CPS, the same respondents are interviewed at several points in time.  For any given month, the CPS sample is grouped into eight sub-samples corresponding to the eight rotation groups.  A problem with the panel survey is the presence of a time-in-sample effect.  The “time-in-sample” represents the number of months a rotation group is in the sample. It is well known that in a rotating panel design estimates for the same characteristics from different rotation groups relating to the same time period have different expected value, depending on the length of the time they have been included in the sample.  The most pronounced differences occur between the rotation groups in sample for the first time when compared with an average estimate from all eight rotation groups (Bailar, 1975). This phenomenon is called rotation group bias or month-in-sample (MIS) bias.  Why responses vary with time in the sample is unknown, but possible factors previously cited include: conditioning on respondents or FRs by repeated contacts, differences among rotation groups in the length and content of the questionnaire, which household member is interviewed, and whether the interview is conducted by telephone or in person.

Latent class analysis (LCA) is often used for the analysis of categorical data.  LCA assumes that the values of observed variables are determined by the underlying variables of interest.  A Latent Class Model (LCM) is a mathematical model for characterizing the latent variables and their relationships with observed variables. It allows us to estimate measurement error by examining the difference between reported labor force status and the model estimated labor force status.  This paper considers an LCM that treats the true classification of labor force status as an unobserved (latent) variable. Here afterward we use "true labor status" to refer to the labor force estimate.
In this paper we apply LCA to the CPS data to:  (1) estimate the labor force classification and compare it to the CPS estimate, (2) and assess the deviation (bias) from the true and observed labor force classification. The paper also compares our estimates of the classification probabilities with similar estimates obtained by several other authors.

II.
Month-in-Sample Bias

For any given month, the CPS sample consists of eight rotation groups (sub-samples). Each household belongs to a unique rotation group.  Households in a rotation group are interviewed for 4 consecutive months, are dropped for the next 8 months, and then reenter into the sample for interview for another 4 consecutive months. They are then dropped from the sample entirely.  Thus, each month’s CPS data includes responses from households in each of eight rotation groups, which may be identified by the number of months they have been in the sample.  Six of these groups (three quarters of the sample) continue in sample the following month, and due to the 4-8-4-rotation pattern, half of the households in a given month’s sample are back in the sample for the same calendar month one year later.

Each of the eight rotation groups is an independent representative sample of the non-institutionalized civilian population and, in theory, they should provide eight equal estimates of any labor force characteristic.  Unfortunately, the eight rotation groups do not yield uniform estimates. As mentioned above, the problem of MIS bias is that the estimates from each of the eight rotation groups for a labor force characteristic, particularly the observed unemployment rate (UE) relating to the same time period, are not the same.  The most pronounced difference occurs between the rotation group in sample for the first time (MIS1) and the average estimate from all eight-rotation groups. 

Table 1 presents average UE rates of eight months in sample from January 2002 to December 2003. The table shows that all eight groups provide unequal UE rates, which is consistent with the findings in other papers,” (Shockey, 1988). There are substantial differences in the UE rate among eight months in sample.  The UE rate is highest (6.49 percent) in the MIS1, which is higher than the 5.92 percent UE rate in the sample as a whole.

Table 1:  SEQ CHAPTER \h \r 1CPS UE Rates by Month-in-Sample (2002-2003) (standard errors are reported in parentheses)

	
	MIS1
	MIS2
	MIS3
	MIS4
	MIS5

	UE RATE
	6.49 (0.05)
	6.09 (0.05)
	5.92 (0.05)
	5.93 (0.05)
	6.06

(0.05)

	
	
	
	
	
	

	MIS6
	MIS7
	MIS8
	MIS 2-8
	TOTAL

	5.74 (0.05)
	5.54 (0.05)
	5.57 (0.05)
	5.84

(0.05)
	5.92 (0.03)


The observed rate of UE is about 9% greater in the MIS1 than in the sample as a whole, and 11.13% greater relatively to MIS 2-8. This is consistent with the figure 8% observed by Mansur and Shoemaker (1999), 9% by Bailar (1975).  There are many reasons for rotation group bias in panel surveys. It is believed that the rotation group bias may be due to response error and the variation in interviewing procedures, which are factors that influence survey responses, producing an error in the classification of the labor force status. The possible factors we think of are: (1) respondent characteristics, including their differential experience between interviews (Campbell and Stanley, 1963; Cook and Campbell, 1979), (2) method of interviewing including personal visit, telephone, self or proxy (Dillman, 1978; Frey, 1983), (3) the order and wording of questions (Schuman and Presser, 1981; Sheatlsey, 1983), and (4) it is true that people tend to answer questions about their economic status differently in a second interview from in a first (Williams and Mallows, 1979). For example, people are embarrassed to keep admitting that they are unemployed or they realize that the interview is shorter if they do have a job.

III. The Latent Class Model 

This paper presents an LCM that treats the true classification of the labor force status as an unobserved variable. That is, we assumed that the observed labor force statuses obtained from the interview
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 and from the reinterview
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 were fallible indicators of the latent variable (X).  We used the following observed variables to test various models: SEX (S, male and female), month-in-sample G (MIS 1 versus MIS 2-8), Interview mode (F, Personal Visit/Telephone), and Respondent type (R, Self/Proxy).  We included all the observed variables in the model, tested all the combinations of them, and took out the ones that did not give a good fit (see III.C and IV.A for the model fit criteria).  The one that showed a good fit is presented in equation (4). The appendix presents model diagnostics for different model selections.

A.    The Probabilistic Model

Latent class probabilities and conditional probabilities are two fundamental quantities of LCA. Latent class probabilities describe the distribution of classes of the latent variable within which the observed measures are locally independent of one another.  Conditional probabilities of the observed variable of interest under each latent class level allow estimating the measurement errors when the observed variable and the latent variable take different values, which reflect the relationships between observed variables and latent variables. 

As discussed above, labor force statuses obtained from the interview and from the reinterview were indicators of an unobserved variable that reflects the true labor force status of the respondent.  The relationship between latent variable(s) and observed variables is made explicit through mathematical models.  In this paper, the LCM is a probabilistic model of the labor force classification. The assumption used for the model is 'local independence,' which states that any two observed variables are independent under each category of the latent variable.  For example, for an LCM with a single latent variable X and two observed variables (indicators) 
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, we define an LCM as the product of the latent class probabilities and the conditional probabilities. We write 
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 the joint probability that an individual is classified in the (i, j, t) cell, as:
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The basic restrictions are:
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where, 
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 is the probability of being a true labor force status t (t=1 (employed), 2 (unemployed), and 3 (not in the labor force)), 
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 in the labor force status i (i= 1, 2, 3) given the true status t (t=1, 2, 3) and  
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 in the labor force status j (j= 1, 2, 3) given the true status t (t=1, 2, 3).  In particular,
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 denotes the probability that an unemployed person was incorrectly reported as not in the labor force in the original survey given that the person is actually unemployed. 

B. Models with External Variables 

           
(Grouping   Variables)

In CPS interviews, experience has shown that some groups may differ with respect to the responses on employment status, i.e. month-in-sample, respondent type, interview mode, etc.  We also noted that male and female have a different employment rate.  Those factors were not the indicators of the labor force; however, the observed labor force status was not the same across the levels within each group.  In this paper, we used those variables as external variables (grouping variables).  These groups appear in the model and the subsequent analysis was referred to as simultaneous LCA. External variables are not indicators; therefore, the assumption of conditional independence does not need to hold for these variables.   We tested various models (11 of them, see Appendix) and found that model presented in the equation (4) below appears to provide the best fit to the data according to our criteria (see III.C and IV.A).  In this model, we used two grouping variables:  month-in-sample (G: MIS 1 vs. MIS 2-8), and Sex (male and female). With the addition of the two grouping variables (S and G), the model we used was:
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(4),

and the observed proportions are:
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subject to the basic restrictions on probabilities:
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where  
[image: image31.wmf]XSG

L

L

ijtsg

2

1

p

= Pr (
[image: image32.wmf]L

1

=i, 
[image: image33.wmf]L

2

=j, X=t, S=s, G=g), 


[image: image34.wmf]SG

X

tsg

|

p

= Pr (X=t| S= s, G=g), 


[image: image35.wmf]XSG

L

itsg

|

1

p

= Pr (
[image: image36.wmf]L

1

=i| X=t, S=s, G=g),


[image: image37.wmf]XSG

L

jtsg

|

2

p

= Pr (
[image: image38.wmf]L

2

=j| X=t, S=s, G=g).

Beside the above restrictions, we did not allow three-way interactions, but allow two-way interactions instead, i.e. AX, AS, AG.  The equation (4) indicates that the true labor force (X) varies across Sex (S) and month-in-sample (G).  We also proved that the true labor force (X) was the same across month-in-sample (see IV.E).  The model also indicated that the error rates of the original and the reinterview survey are not the same.  

One of the goals of the paper is to investigate the bias of the labor force status, especially the estimate of UE rate.  Once the true labor force status is obtained we can estimate the bias as:

Bias
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where 
[image: image42.wmf]q

 = labor force status.


C.
Evaluation of the Model

We used LEM, software developed by Vermunt (1997), to estimate the model parameters.  LEM provides several evaluation criteria to assess the model fit.  Some of them are:  the Pearson chi square (
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c

), the likelihood ratio chi square (L2), the Akaike information criteria (AIC), the Baysian information criteria (BIC), and the dissimilarity index. We will use those to validate our model.  For this paper, we applied three criteria suggested by Biemer and Wiesen (2002) to identify a good model as follows:

· The model is identifiable.

· The p-value of the likelihood ratio p-value 

        
should be greater than 0.01.

· The Bayesian information criterion BIC  

       
defined as L2 – log (N) degrees of freedom   

          
should be the smallest among all competing 

            
models.

We also used an additional criterion, the dissimilarity index.  Model having the index smaller than 0.05 are considered to fit the data well (Vermunt, 1997).

IV.
Application to the CPS

Using data from January 2002 through December 2003, we matched the CPS interview data and the CPS reinterview data person to person. As we mentioned above, we selected four observed variables:  Sex (S with 2 levels: male/female), MIS (G with 2 levels: 1 versus 2-8), labor force status from the original interview (
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 with 3 levels: EMP (employed), UE (unemployed), NILF (not in labor force)), and labor force status from the reinterview (
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 with 3 levels: EMP, UE, NILF).  The following sections present the model goodness of fit, the classification probabilities obtained from the model, a comparison of estimates of the labor force status between MIS 1 and the other MIS groups, and the bias of UE rates among MIS groups under our model estimates.

A.
The Model Goodness of Fit 

With all the restrictions specified above, the CPS LCM had 36 cells with 6 degrees of freedom.  Due to the large sample size, we consider a p-value of 0.01 or higher to be acceptable (see III.C).  The model is identifiable and fit the data well with a likelihood ratio of 14.36 (p-value of 0.0259), a BIC value of –43.67, and a dissimilarity index of 0.0034.  A dissimilarity index less than 0.05 is considered a good fit (Vermunt, 1997).  Use the table in the Appendix to compare those statistics to those obtained from other models.

B. Classification Probabilities

 SEQ CHAPTER \h \r 1We compared our estimates of the CPS classification probabilities with similar estimates obtained from previous papers (Biemer & Bushery, 2000, and Tran & Winters, 2003). The results are summarized in Table 2.  

The probability (Pr(observed= Unemployed| X= Unemployed)) of UE category estimated for the original interview was 71.51 percent, and for the reinterview was 72.28 percent.  Those figures were close to 71.38 percent (Tran and Winters, 2003).  However, they were lower than that of Biemer & Bushery’s .  This could come from the fact that we used two-year data combined, while the other authors used three-month data at most in each run.  We will do some more research to find out the reason of the differences.

C.
Bias of the UE Rate  

We used the original and reinterview data to estimate the model parameters.  Once we estimated the true labor force statuses, then we compared them to those of the observed MIS 1 and MIS 2-8 obtained from the full sample.  The estimates of the true labor force distribution are presented in Table 3. The observed labor force status was estimated from the full sample using the second stage and the composite weight.  Under the model, an estimated 35.99 percent of the population was NILF, 4.23 percent are UE, and 59.78 percent are EMP. This produced an estimated true UE rate of 6.61 percent, while the observed UE rate obtained from MIS 1 was 6.49 percent and from MIS 2-8 was 5.83 percent. We see that the UE rate obtained from MIS1 underestimated the true UE by an amount of 0.12 points (1.82 percent decrease) and the UE rate obtained from MIS 2-8 underestimated the true UE by an amount of 0.77 points (11.65 percent decrease). For the full sample the estimated UE rate was 5.92 percent, underestimating the true UE rate by 0.69 points (10.44 percent decrease).  The magnitude of the bias of the UE rate estimated here as well as its variation across MIS groups implied that estimate from MIS 1 was closer to the true value under the model than the MIS 2-8 combined estimate and the full sample estimate as well.

The analysis of our investigation concluded that MIS 1 seems to provide a slightly better estimate of the UE rate than that of the MIS 2-8.

Table 2:  Classification Probabilities 
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	Classification
	Previous Estimates
	Current Estimates

	True

(estima-ted)
	Reported
	Biemer & Bushery

MLCA
	Tran& Winters

MLCA  

(1996-1999)
	LCA (
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) Reintervi-ew    (2002-03)

	EMP
	EMP
	98.77 (1993)

98.73 (1995)

98.73 (1996)
	98.74
	97.35
	98.39


	
	UE
	0.34 (1993)

0.49 (1995)

0.37 (1996)
	0.37
	0.35
	0.12

	
	NILF
	0.89 (1993)

0.78 (1995)

0.79 (1996)
	0.89
	2.29
	3.32

	UE
	EMP
	7.06 (1993)

7.86 (1995)

8.57 (1996)
	9.87
	11.39
	9.80

	
	UE
	81.81 (1993)

76.09 (1995)

74.42 (1996)
	71.38
	71.51
	72.28

	
	NILF
	11.13 (1993)

16.04 (1995)

17.00 (1996)
	18.75
	17.10
	17.92

	NILF
	EMP
	1.41 (1993)

1.11 (1995)

1.13 (1996)
	1.26
	8.93
	2.32

	
	UE
	0.75 (1993)

0.69 (1995)

0.87 (1996)
	0.72
	1.85
	1.49

	
	NILF
	97.84 (1993)

98.20 (1995)

98.00 (1996)
	98.03
	89.22
	96.20


Table 3:  Observed and Unobserved (True) Labor Force Distributions Estimated from the Latent Class Model (2002-2003)
	MIS
	EMP (%)
	UE (%)
	NILF (%)
	UE Rate  (%)
	Bias=  (Obs- True)
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(True)
	59.78
	4.23
	35.99
	6.61
	

	MIS1 (Observed)
	62.33
	4.33
	33.35
	6.49
	-0.12

	MIS2-8 (Observed)
	61.23
	3.79
	34.98
	5.84
	-0.77

	Overall (Observed)
	61.38
	3.86
	34.75
	5.92
	-0.69


D.
UE Rates of MIS1 and MIS2-8 Estimates    

    
Broken Down in Sex group

Some researchers believed that the MIS1 estimate is more correct than the second month (Causey, 1976).  In order to verify that hypothesis, we extended our investigation to see if MIS 1 estimate for UE rate was better than that of the other months in sample combined by examining the UE classification probabilities broken down by SEX.

Results in Table 4 show that errors of the estimated UE rate in MIS1 (male) were smaller than the corresponding errors in MIS 2-8 (male). For example, about 36.64 (17.85+18.79) percent of the estimated UE were classified incorrectly in MIS1, while about 37.19 (14.34+22.85) percent of the estimated UE were classified incorrectly in MIS2-8. The probability of correct classification of unemployed is higher (not significantly) in MIS1 (63.26) percent) than that of MIS 2-8 (62.81 percent). We see similar results in table 5 for female.

Results based on our analysis (Tables 4 and 5) support the claim that MIS 1 produced a slightly better (not statistically significant) UE estimate than that of MIS 2-8.  This finding agrees with previous research (Causey, 1976). We have already seen that estimates from the latent class model indicated the first month was marginally better than all other months combined. 

Table 4: Observed and True Labor Force Classification Probabilities for Male by MIS (standard errors are reported in parentheses)

	Original/Observed
	Latent Status

	MALE
	EMP
	UE
	NILF

	EMP
	MIS1
	0.9836 (0.011)
	0.1785 (0.036)
	0.1215 (0.110)

	
	MIS2-8
	0.9753 (0.011)
	0.1434 (0.026)
	0.0833 (0.095)

	UE
	MIS1
	0.0001 (0.001)
	0.6326 (0.052)
	0.0007  (0.004)

	
	MIS2-8
	0.0002 (0.001)
	0.6281 (0.047)
	0.0006 (0.003)

	NILF
	MIS1
	0.0162 (0.011)
	0.1879 (0.039)
	0.8778 (0.110)

	
	MIS2-8
	0.0245 (0.011)
	0.2285 (0.031)
	0.9161 (0.096)


E. The True Unemployment under Different Month-

In-Sample

Table 6 is the estimate of 
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 under the model.  The model specified allows a month-in-sample effect on the true labor force classification, which is non sequitur given the application.  We tested the resulting estimates to ensure that this effect is not present.  We performed a z-test to see if the true labor force status varied across MIS.  The test showed no significant difference.  For example, the test statistic to compare the conditional UE under male (
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) is 1.01, and under female (
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) is 0.386.  All the other tests showed no significant difference.

Table 5: Observed and True Labor Force Classification Probabilities for Female by MIS (standard errors are reported in parentheses)

	Original/Observed
	Latent Status

	FEMALE
	EMP
	UE
	NILF

	EMP
	MIS1
	0.9785 (0.027)
	0.0063 (0.029)
	0.1229 (0.020)

	
	MIS2-8
	0.9693 (0.033)
	0.0051 (0.024)
	0.0848 (0.027)

	UE
	MIS1
	0.0062 (0.005)
	0.9874 (0.060)
	0.0327 (0.008)

	
	MIS2-8
	0.0076 (0.005)
	0.9872 (0.062)
	0.0280 (0.004)

	NILF
	MIS1
	0.0153 (0.023)
	0.0063 (0.031)
	0.8444 (0.022)

	
	MIS2-8
	0.0231 (0.030)
	0.0077 (0.038)
	0.8872 (0.030)


Table 6:  True Labor Force Classification Probabilities for Male/Female by MIS, 
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 (standard errors are reported in parentheses)

	
	Latent Status

	
	EMP
	UE
	NILF

	Male
	MIS1
	0.6342

(0.0283)
	0.0756

(.0087)
	0.2902

(0.0275)

	
	MIS2-8
	0.6665

(0.0236)
	0.0654

(0.0051)
	0.2681

(0.0222)

	Female
	MIS1
	0.5091

(0.0137)
	0.0220

(0.0056)
	0.4689

(0.0135)

	
	MIS2-8
	0.5420

(0.0112)
	0.0193

(0.0042)
	0.4387

(0.0103)


V.
Limitations

Our model is a classic LCA model.  The only assumption used was local independence plus some restrictions as specified in (6).  Even though the model was well identifiable, the solution was an iterative likelihood EM algorithm solution that can produce results that are local rather than global maxima.  We minimized that possibility by rerunning each solution from varying starting values.  As any LCA, our analysis SEQ CHAPTER \h \r 1 dealt with marginal frequencies, not with the individual level data.  This limited the accessibility to the personal level information.  Regarding the survey design, we applied the second stage and composite weight to account for the CPS survey design.  The software package (LEM) does not include sample design in model estimation, and the possible effects of this on the model. The independence assumption on the interview-reinterview might be violated due to respondents recalled what they reported in the original interview.  The basic structure of the model seemed to allow a condition on the latent labor force based on month-in-sample.  Though this seemed logically inappropriate, the model was chosen to account for the interactions between gender and month-in-sample; however, the analysis in IV.E indicated that the solution did not end up creating an artificial dependence between the two variables.   Another limitation of this method was using reinterview data.

VI.
Conclusion
Our primary goal of this research was to investigate the impact of month-in-sample bias on the UE estimates between MIS 1 and MIS 2-8 using the Latent Class Analysis approach. The study showed that MIS 1 seemed to give an estimate for UE marginally closer to the estimate of the true value under the model than the other months in sample.  The difference maybe there, and additional research would be followed up.  The study also showed that the overall observed UE underestimated the UE by an amount of 0.69, or a 10.44 percent.  
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Appendix

Model Selection

	Model
	Identifia-bility
	dof
	X2
	L2
	Dissimil-arity

Index
	p-value
	BIC

	1
	FSRG, X|FSRG {XF XS XR XG}, A|XFSRG {AX, AF, AS, AR, AG}, B|XFSRG {BX, BF, BS, BR, BG}
	Boundary
	98
	294.8
	323.9
	0.0301
	0
	-642.30

	2
	FSRG, X|FSR {XF XS XR}, A|XFSRG {AX, AF, AS, AR, AG}, B|XFSRG {BX, BF, BS, BR, BG}
	Yes
	96
	212.1
	226.6
	0.0216
	0
	720.21

	3
	FSRG, X|FS {XF XS}, A|XFSRG {AX, AF, AS, AR, AG}, B|XFSRG {BX, BF, BS, BR, BG}
	Boundary
	98
	232.8
	245.5
	0.0231
	0
	-721.08

	4
	FSRG, X|FR {XF XR}, A|XFSRG {AX, AF, AS, AR, AG}, B|XFSRG {BX, BF, BS, BR, BG}
	Boundary
	98
	541.16
	571.1
	0.067
	0
	-395.51

	5
	FSRG, X|SR {XS XR}, A|XFSRG {AX, AF, AS, AR, AG}, B|XFSRG {BX, BF, BS, BR, BG}
	Boundary
	98
	279.3
	287.9
	0.0279
	0
	-678.63

	6
	FSG, X|FSG {XF XS XG}, A|XFSG {AX, AF, AS, AG}, B|XFSG {BX, BF, BS, BG}
	No
	24
	8.6
	12.02
	0.0012
	0.99
	-219.69

	7
	FSG, X|FS {XF XS}, A|XFSG {AX, AF, AS, AG}, B|XFSG {BX, BF, BS, BG}
	No
	32
	16.3
	18.6
	0.0037
	.99
	-290.38

	8
	FSG, X|F, A|XFSG {AX, AF, AS, AG}, B|XFSG {BX, BF, BS, BG}
	Boundary
	36
	46.6
	48.5
	0.018
	0.11
	-299.10

	9
	FSG, X|S, A|XFSG {AX, AF, AS, AG}, B|XFSG {BX, BF, BS, BG}
	No
	36
	33.9
	34.4
	0.0063
	0.56
	-313.20

	10
	SG, X|S, A|XSG {AX, AS, AG}, B|SXG {BX, BS, BG}
	Yes
	8
	12.4
	13.8
	0.003
	0.13
	-65.15

	11
	SG, X|SG {XS, XG}, A|XG {AX, AS, AG}, B|SXG {BX, BS, BG}
	Yes
	6
	14.6
	15.8
	0.0034
	0.026
	-43.7



� This report is released to inform interested parties of ongoing research and to encourage discussion of work in progress. The views expressed on statistical, methodological, technical, or operational issues are those of the authors and not necessarily those of the U.S. Census Bureau.


� The standard errors are not available at this time due to complicated computations.  We will provide them at a later date.


� Model 10 seems to have a better fit; however, we chose model 11, because model 10 did not give a realistic classification probabilities for the reinterview data.  However, either model 10 or 11, they gave the same conclusion, which showed that month-in-sample one gave an estimate for the UE marginally closer to the estimate of the true value under the model than the other months in sample combined.
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